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• Distributed	Systems	Research	Laboratory	(LaPeSD)
−7	faculty	members
−8	Ph.D.	students
−17	M.Sc.	students
−6	undergraduate	students



Research Interests

•Parallel	programming	models
• Thread	and	data	affinity
•HPC	applications
•Parallel	skeletons
• Scheduling	and	load	balancing
• Energy-aware	algorithms
•Multicores,	manycores and	accelerators
•Performance	analysis
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Students

•Graduate	students	(M.Sc.)
Pedro	Penna

• Workload-aware	loop	scheduling	on	multicores

Alyson	Deives
• Parallel	skeletons	for	heterogeneous	architectures

•Undergraduate	student	in	Computer	Science
Emmanuel	Podestá Jr.

• Energy-efficient	stencil	computations	on	low-
power	manycore processors
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Motivation

•Until	the	last	decade
− Performance	of	HPC	platforms	has	been	
quantified	by	their	processing	power (Flops)

•Nowadays
− Energy	efficiency	(Flops/Watt) is	as	
important	as	processing	power
− Critical	aspect to	the	development	of	
scalable	systems
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Motivation

•Defense	Advanced	Research	Projects	
Agency,	EUA	(DARPA)	report
− Acceptable	energy	efficiency	for	Exascale
systems	à 50	GFlops/Watt
− Current	HPC	systemsà 7 GFlops/Watt
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Motivation

•New	alternatives	for	low-power	HPC
− Low-power	manycore processors
− Hundreds	of	cores	in	a	single	chip
− Very	low	power	consumption:	few	tens	of	
watts	
− Examples:

• Mellanox TILE-Gx
• Sunway	SW26010	(TaihuLight)
• Kalray MPPA-256
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Outline

•Overview	of	MPPA-256
•Current	research	efforts
•Results
•Conclusions	and	future	works
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MPPA-256 overview
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Kalray MPPA-256	overview

• Kalray
− French	semiconductor	and	software	company	
(Grenoble	and	Paris)	developing	and	selling	a	new	
generation	of	manycore processors

•MPPA-256
−Multi-Purpose	Processor	Array	(MPPA)
−Manycore processor:	256	cores	in	a	single	chip
− Low	power	consumption	(less	than	20W)

11

Primeiras impressões sobre o uso do processador manycore MPPA-256 para computação de alto desempenho sustentável

Kalray MPPA-256

Kalray MPPA-256

Kalray
⌅ Empresa francesa (Paris e Grenoble)

⌅ Desenvolve processadores manycore de
baixo consumo energético

Release notes and user guide

March 2013

MPPA AccessCore 0.7-0

MPPA developer delivery
MPPA-256

⌅ Multi-Purpose Processor Array (MPPA)

⌅ Processador manycore (256 cores)

⌅ Baixo consumo de energia (⇡ 5W - 11W)

2010-2012 – Kalray SA All Rights Reserved                                      September 2012 - Confidential Information                                                                              7 

KALRAY products

● A New family of Manycore Processors

● High processing performance

● Low Power Consumption

● Faster time to Market for complex embedded systems

● Leading edge standard IOs for easy system integration

● A complete Parallel Programming Development environment

● Eases the development of applications on MPPA processors

● Manycore compilers, debuggers, and system trace analyzer

● High level C-based Dataflow language

● Low Level POSIX programming

● A development platform

● “all in one” ready to use development station

● Perfect tools to quickly design, evaluate and optimize 

applications

7/17

      

 

 

 

 

 

 

For more information, contact info@kalray.eu or go to www.kalray.eu 

© Kalray S.A. – All rights reserved – Feb 2014 

MPPA®-256 Architecture overview 
The MPPA®-256 is the first processor of KALRAY MPPA processor 

and is composed by an array of 16 clusters and 4 I/O 

subsystems, themselves connected by two NoCs. 

Core architecture 
The MPPA® core is a 32-bit Very Long Instruction Word (VLIW) 

processor made of: 

! One Branch/Control Unit 

! Two Arithmetic Logic Units 

! One Load/Store Unit including simplified ALU 

! One Multiply-Accumulate (MAC) / FPU including a 

simplified ALU 

! Standard IEEE 754-2008 FPU with advanced Fused Multiply-

Add (FMA) and dot product operators 

! One Memory Management Unit (MMU) 

This enables to execute up to five 32bit RISC like integer 

operations every clock cycle. 

Compute Cluster  
Each compute cluster is composed of:  

! 16 identical cores with private FPU and MMU 

! Dynamic Voltage and Frequency Scaling (DVFS) and 

Dynamic Power Switch off (DPS) support    

! 1 system core with private FPU and MMU  

! An instruction and data L1-cache per core 

! 1 smart Direct Memory Access (DMA) 

! A shared memory 

! 1 Debug Support Unit 

The cores are connected to a multibank memory enabling low 

latency access or bank private access depending on the 

configuration.  

Network on Chip 
The NoC is a 2D-wrapped-around torus structure providing a 

full duplex bandwidth up to 3.2 GB/s between each adjacent 

cluster.  The NoC implements a Quality of Service mechanism, 

thus guaranteeing predictable latencies for all data transfers.  

 

Figure 1 – MPPA®-256 block diagram 

Interfaces 
The MPPA MANYCORE processor communicates with the 

external devices through I/O subsystems located at the 

periphery of the NoC. The I/O subsystems implement various 

standard interfaces.  

Here below the description of MPPA-256 interfaces: 

! Two DDR3 channels 

Each channel is 64-bit with optional ECC and delivers up to 

12,8GB/s. 

! Two PCIe Gen3 X8 

Each interface embeds an advanced DMA with 

scatter/gather supports providing efficient data transfer as 

PCIe Bus master.  

! Two smart Ethernet Controllers 
Each controller can be configured to provide 4x1GbE, 

4x10GbE or 1x40GbE interface. 

! Universal Static Memory Controller 
This controller enables to connect up five external devices 

like NAND/NOR Flash, serial Flash and asynchronous SRAM 

memories 

! Two banks of 64 General Purpose I/Os 
Each bank can be configured in PWM, UARTs, SPI or I2C. 

These banks can work also in Direct Network Access mode, 

providing a very low latency interface to directly stream 

data from/to the processing array. 

! NoC eXpress interfaces (NoCX) 
Providing an aggregate bandwidth of 40Gb/s, the NoCX 

enables to easily scale the number of cores by connecting 

multiple MPPA MANYCORE processors on the same board. 

The NoCX is also an efficient way to couple the MPPA with 

an external FPGA used as a co-processor or interface bridge. 

 

© Copyright 2014 Kalray S.A. 

KALRAY, the Kalray logo, MPPA, ACCESSCORE and other designated 
included herein are trademarks of Kalray in France and other countries. 
All other trademarks are the property of their respective owners 
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Kalray MPPA-256	overview

• 256	cores	(PEs)	@	400	MHz:	16	clusters,	16	PEs per	
cluster

• PEs share 2	MB	of memory
• Absence of cache	coherence protocol inside the cluster
• Network-on-Chip	(NoC):	communication	between
clusters

• 4	I/O	subsystems:	2	connected to external memory
1201/09/2016 EnergySFE Workshop 2016 - Grenoble, France



Kalray MPPA-256	overview

13EnergySFE Workshop 2016 - Grenoble, France

PE0 PE1

PE2 PE3

PE4 PE5

PE6 PE7

PE8 PE9

PE10 PE11

PE12 PE13

PE14 PE15Sh
ar

ed
 M

em
or

y 
(2

M
B)

D-NoC C-NoC

RM RM RMRM

RM
RM

RM
RM

RM RM RMRM

RM
RM

RM
RM

Compute Cluster

I/O Subsystem

I/O
 S

ub
sy

st
em

I/O Subsystem

I/O
 S

ub
sy

st
em

PCIe, DDR, ...

PCIe, DDR, ...

MPPA-256

RM

01/09/2016



Kalray MPPA-256	overview

•A	master process runs	on an RM of one of
the I/O	subsystems

14EnergySFE Workshop 2016 - Grenoble, France
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Kalray MPPA-256	overview

• The	master process spawns slave processes
•One slave process per	cluster

15EnergySFE Workshop 2016 - Grenoble, France
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Kalray MPPA-256	overview

• The	slave process runs	on the PE0 and may create
up to 16	threads,	one for	each PE
− Pthreads or OpenMP

• Threads	share 2	MB	of memory
16EnergySFE Workshop 2016 - Grenoble, France
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Kalray MPPA-256	overview

• Communications	take the form of remote
writes

• Data	is sent through the NoC
17EnergySFE Workshop 2016 - Grenoble, France
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Current Research Efforts



Current Research Efforts

•Many challenges must	be faced when
developping efficient parallel applications
on MPPA-256
−Hybrid programming model
−Memory constraints
−NoC

01/09/2016 19EnergySFE Workshop 2016 - Grenoble, France



Current Research Efforts

•Challenges:	hybrid	programming	model
−Shared	+	distributed	memory
−OpenMP/Pthreads +	Low-level	comm.	API

01/09/2016 20EnergySFE Workshop 2016 - Grenoble, France
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Current Research Efforts

• Challenges:	memory
− Scientific	apps.	don't	fit	into	32MB
− Explicit	data	transfers	between	the	I/O	
subsystem	(DDR)	and	clusters'	internal	memory

21
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Current Research Efforts

•Challenges:	NoC
−Low-level	API	to	perform	remote	read/write	
operations
−Asynchronous	data	transfers	to	overlap	
communications	with	computations

22
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Current Research Efforts

•Research	goals
−Evaluate	the	use	of	MPPA-256	for	high	
performance	computing
−Adapt	parallel	applications	for	MPPA-256

• Different	workloads:	cpu-bound,	memory-bound,	
communication-bound,	…

• TSP,	K-Means and	Seismic	Wave	Propagation
−Propose	new	programming	models to	ease	
the	development	of	parallel	applications	for	
MPPA-256

23EnergySFE Workshop 2016 - Grenoble, France01/09/2016



Current Research Efforts

•Research	goals	(cont.)
−Compare	the	obtained	results	with	other	
parallel	processors

• General-purpose	multicores,	embedded	
multicores	and	accelerators	(GPUs	and	Xeon	Phi)

−Consider	two	main	metrics:
• Performance	(time-to-solution,	speedup,	...)
• Energy-to-solution

24EnergySFE Workshop 2016 - Grenoble, France01/09/2016



Results



Processors

• General-purpose Processors
−Intel	Xeon	E5

• 8-core	Intel	Xeon	E5	at 2.4	GHz
−SGI	Altix UV	2000

• NUMA	with 24	8-core	Intel	Xeon	E5	nodes	(192	cores)
• Accelerators
−GPU	NVIDIA

• Tesla	K20	(2496	cores,	758	MHz)
−Intel	Xeon	Phi

• 57	cores	(4-way	multithreaded),	1.10	GHz
• Embedded Processors
−Carma: NVIDIA	Tegra 3,	1.3	GHz	
−Exynos 5:	ARM	Cortex-A15	com	4	cores,	1.6	GHz

26EnergySFE Workshop 2016 - Grenoble, France01/09/2016



Results
• K-Means	Clustering
− Given	a	set	of	n points	in	a	real	d-dimensional	
space,	the	problem	is	to	partition	these	n points	
into	k partitions,	so	as	to	minimize	the	mean	
squared	distance	from	each	point	to	the	center	of	
the	partition	(centroid)	it	belongs	to	
−Mixed	workload	(CPU/Memory)

27EnergySFE Workshop 2016 - Grenoble, France01/09/2016

E. Francesquini et al. / J. Parallel Distrib. Comput. 76 (2015) 32–48 37

Fig. 4. An example of K-Means with 5 partitions.

it takes an additional parameter, t , that specifies the total number
of execution flows. The strategy adopted is to assign to each thread
a unique range of points and partitions, and split the algorithm
in two phases. In the first phase, each thread re-clusters its own
range of points into the k partitions. In the second phase, each
thread works in its own range of partitions, in order to recalculate
centroids.

The multi-threaded version of the algorithm still presents
some important execution irregularities. Although the range of
points and partitions are evenly distributed among the working
threads, the amount of work for each thread may vary during
each iteration, since for the duration of the second phase more
populated partitions end up requiring more operations to have
their centroids recalculated.

3.2.3. Distributed algorithm
The distributed algorithm described in this section is widely

used in practice [39,10,34] and a scalability analysis for this algo-
rithm can be seen in thework by Rodrigues et al. [35]. Compared to
the multi-threaded algorithm, the distributed K-Means algorithm
takes an additional parameter p that specifies the number of dis-
tributed peers to be used. Each peer by itself spawns t working
threads, so the total number of threads equals p ⇥ t .

The strategy employed in this algorithm is to first distribute the
data points and replicate the data centroids among peers, and then
to loop over a two-phase iteration. In the first phase, partitions are
populated, as in the multi-threaded algorithm, and in the second
phase, data centroids are recalculated. For this recalculation, first
each peer uses its local data points to compute partial centroids,
i.e., a partial sum of data points and population within a partition.

Next, peers exchange partial centroids so that each peer ends up
with the partial centroids of the same partitions. Finally, peers
compute their local centroids and broadcast them.

One could argue that it would be possible to remove some of
the irregularity from the multi-threaded version if we used the
samepartial centroid calculation technique used by the distributed
implementation. The multi-threaded version of the algorithm
splits the computation in two independent phases: populate par-
titions and compute centroids of partitions. Themain advantage of
using this approach is that it requires fewer thread synchroniza-
tion structures, when compared to the distributed implementa-
tion. However, thismulti-threaded implementationmay introduce
some irregularity in the application. Instead, if we adopted the
same technique used by the distributed approach, we could split
the overall work into smaller tasks and decrease some of the irreg-
ularity. However, the decreased irregularity would be achieved at
the expense of an important increase in the cost of synchronization
structures, and thus, causing a performance degradation. In fact,
our experimental results show that when a single Xeon E5 pro-
cessor is employed there is no measurable performance difference
between the two approaches. On the other hand,whenwe perform
our experiments on the Altix UV 2000 platform and vary the num-
ber of peers from 2 up to 24, the multi-threaded version of the al-
gorithm achieves amuch better scalability with performances that
are 3% up to 51% better than the distributed version.

Indeed, the irregularity itself is closely related to the work-
ing data set: if partitions are too unbalanced, irregularity may be
strongly present. In thiswork,we used a uniformly distributed ran-
dom data set to generate the data points, for both multi-threaded
and distributed algorithms. However, experiments showed that if
we used a more skewed data distribution, such as the normal dis-
tribution, the observed irregularity would still lead to similar per-
formances.

3.3. Seismic wave propagation

Understanding the wave propagation with respect to the
structure of the Earth lies at the core of many analysis both
in the oil and gas industry and for quantitative seismic hazard
assessment. In this paper the earthquake process is described as
elastodynamics and we use a finite-differences scheme for solving
thewave propagation problem in elasticmedia [29]. This approach
was first proposed in 1970 and since then it has been widely
employed due to its simple formulation and implementation. In
this sectionwe describe the governing equations and discuss some
of their standard sequential and parallel implementations.

The seismic wave equation in the case of an elastic material
is:

⇢
@vi

@t
= @�ij

@ j
+ Fi. (2)



K-Means

28

obtain the energy consumption of the whole CPU package including cores and cache memory553

(named RAPL PKG domain). Similarly, MPPA-256 and Exynos 5 also possess hardware sensors554

to measure power consumption of the entire chip. Power measurements using this approach are555

very accurate as shown in [29, 30].556

Small Medium Large
TSP 16 cities 18 cities 20 cities

K-Means 16,384 points 32,768 points 131,072 points
512 centroids 512 centroids 512 centroids

Ondes3D 16x16x16 grid points 48x64x48 grid points 128x128x128 grid points

Table 2: Problem sizes.

We also defined three input problem sizes for all applications (Table 2). These problem sizes557

were chosen based on the execution time on all platforms and amount of memory needed. For558

instance, we used a small problem size when running the applications with low thread counts in559

order to obtain the results in a reasonable time1. Each experiment was repeated as many times as560

needed to ensure a relative error inferior to 2% with 95% statistical confidence using Student’s561

t-distribution.562

5.2. Overall Results563

Figure 8 compares both time-to-solution (right y-axis) and energy-to-solution (left y-axis)564

metrics on all processors. Since we used every core of each processor in these experiments, we565

executed the applications with large problem sizes.566
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Figure 8: Time and energy-to-solution comparison between multicore, NUMA and manycore processors.

1The large problem size along with very low thread counts takes several hours on embedded processors due to their
low clock frequency.
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5. EXPERIMENTAL RESULTS
In this section, we present a performance and energy e�-

ciency evaluation of the platforms when running the parallel
and distributed versions of the TSP. We start by presenting
our measurement methodology along with the metrics used
to analyze the results on all platforms. Then, we compare
the energy and computing performance of each multicore/
manycore processor (Section 5.2). Finally, in Section 5.3,
we do a more thorough comparison between MPPA-256 and
Altix UV 2000 when varying the number of processing units.

5.1 Measurement Methodology
We use two important metrics to compare the energy and

computing performance of di↵erent multicore and manycore
platforms: time-to-solution and energy-to-solution. Time-
to-solution is the time spent to reach a solution for a given
problem. In our case, this is the overall execution time of the
parallel/distributed TSP. Energy-to-solution is the amount
of energy spent to reach a solution for a problem. It can be
computed by multiplying the average power consumed while
running the application by the time-to-solution.

Table 1: Power consumption of the 4 processors.

Altix

Xeon E5 UV 2000 Carma MPPA-256

Power (W) 68.6 1,418.4 5.88 8.26
Method Sensors Sensors Spec Sensors

Table 1 shows the overview of the power consumed by each
one of the platforms used in our experiments during the ex-
ecution of the parallel and distributed versions of the TSP.
Even though the Altix UV 2000 features 24 Xeon E5 proces-
sors, it consumes less than 24 times the power observed on
Xeon E5. This is an expected phenomenon because Xeon E5

runs a multi-threaded version of TSP whereas Altix UV 2000

runs its distributed counterpart. The distributed version
experiences periods of low processor usage as, for example,
those during the task request/response cycle and those re-
lated to load imbalance (we discuss it further in Section 5.3).

The power consumed by each processor was obtained us-
ing two di↵erent approaches. Both Xeon E5 and Altix UV

2000 feature Intel Sandy Bridge microarchitecture, which has
Running Average Power Limit (RAPL) energy sensors. This
allows us to measure the power consumption of CPU-level
components through Machine-Specific Registers (MSRs). We
used this approach to obtain the energy consumption of
the whole CPU package including cores and cache memory
(named RAPL PKG domain). Power measurements using
this approach are very accurate as shown in [13, 5]. Simi-
larly, MPPA-256 also features sensors to measure the power
consumption of the entire chip, i.e., 16 compute clusters
and 4 I/O subsystems. Finally, we used the power con-
sumption specification for Carma, since it does not feature
any hardware sensor. In this case, we excluded the energy
consumption of the GPU and the LP-DDR2 to make a fair
comparison with other platforms.

Concerning the software stack, we compiled the TSP with
the same major revision of GCC (4.7) on all platforms along
with the optimization flag -O3. However, MPPA-256 features
a modified version of GCC to build binaries to its specific
platform. All platforms except MPPA-256 run Linux v3.0.
MPPA-256 runs two di↵erent operating systems. The Real

Time Executive for Multiprocessor System (RTEMS)1 runs
on the I/O subsystems whereas the NodeOS (a proprietary
operating system developed by Kalray) runs on the RM of
each computing cluster.
We also defined three input problem sizes for the TSP:

small (16 cities), medium (18 cities) and large (20 cities).
We used a small problem size when running the TSP with
low thread counts in order to obtain the results in a rea-
sonable time2. In all experiments, we have used the same
instance of the problem to guarantee the same execution
path among di↵erent runs. Each experiment was repeated
at least 20 times to guarantee a confidence level of 95%.

5.2 Chip-to-Chip Comparison
Figure 6 compares both time-to-solution (right y-axis) and

energy-to-solution (left y-axis) metrics on all processors (re-
sults obtained on Altix UV 2000 are shown in Section 5.3).
In these experiments, we executed the TSP with a large
problem size and we used every core from each processor.
Di↵erently from the tests executed on the other processors,
we used two times more threads than the number of physical
cores on the Xeon E5 platform. Although this processor has
8 physical cores, it features Hyper-Threading (HT) which
doubles the number of logical cores, allowing the execution
of 16 threads concurrently. HT was beneficial in our case,
improving the performance of the multi-threaded TSP.
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Figure 6: Time and energy-to-solution comparison

between multicore and manycore processors.

Time-to-Solution. As expected, the TSP on Carma pre-
sented the highest execution times among all processors, be-
ing 8.6x slower than Xeon E5. The reason for that is three-
fold: (i) it has considerably lower clock frequency than Xeon

E5; (ii) Xeon E5 is a performance-centric processor that is
tuned far more for speed than for low power consumption;
and (iii) Xeon E5 profits from its higher parallelism, since
our parallel TSP scales considerably well as we increase the
number of threads. Surprisingly, MPPA-256 presented the
best execution time among all processors, executing the TSP
1.6x faster than than Xeon E5. Even though the clock fre-
quency of MPPA-256 PEs is lower than that of the Xeon E5

cores, this embedded processor achieved better performance.
Once again, this is due to the inherent characteristic of our
TSP implementation. As we previously discussed in Sec-
tion 3, there are few message exchanges between peers in

1RTEMS is available at http://www.rtems.org
2The large problem size along with very low thread counts
takes several hours on embedded processors due to their low
clock frequency.
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Table 2
Problem sizes.

Small Medium Large

TSP 16 cities 18 cities 20 cities

K-Means 16,384 points 32,768 points 131,072 points
512 centroids 512 centroids 512 centroids

Ondes3D 16 ⇥ 16 ⇥ 16 grid points 48 ⇥ 64 ⇥ 48 grid points 128 ⇥ 128 ⇥ 128 grid points

Fig. 8. Time and energy-to-solution comparison between multicore, NUMA and manycore processors.

frequency thanXeon E5; (ii)Xeon E5 is a performance-centric pro-
cessor that is tuned far more for speed than for low power con-
sumption; and (iii) Xeon E5 profits from its higher parallelism,
since all applications scale considerably well as we increase the
number of threads. MPPA-256 presented better execution times
than Xeon E5 on TSP and K-Means, being 1.6⇥ and 1.5⇥ faster
respectively. Even though the clock frequency of MPPA-256 PEs
is lower than that of the Xeon E5 cores, this embedded processor
achieved better performance. Once again, this is due to the inher-
ent characteristic of these applications. On TSP, peers only need to
broadcast data when a new shortest path is found. On K-Means,
peers communicate more often but this application still performs
more computation than communication.

An optimized implementation of the seismic wave propa-
gation algorithm has been considered as a baseline for our
evaluations. As detailed in Section 3.3, the shared-memory imple-
mentation relies on efficient data and thread mapping strategies
in order to reduce both the NUMA penalty and the load imbal-
ance. It is well known that stencil-based computations like finite
differences method applied to seismic wave propagation achieve a
low fraction of the peak performance on standard processors such
as x86. This is mainly due to the huge demand for memory band-
width typical for this class of algorithms. On average, 30% of peak
performance is reported for such implementations [1]. A detailed
characterization of this behavior taking into consideration both the
architecture and the algorithms is given by the roofline model [9].
Nonetheless, a more detailed discussion on the peak performance
on theMPPA-256 architecturewould require revisiting the roofline
model which is out the scope of this paper. Our analysis con-
firmed our expectation that an important share of Ondes3D exe-
cution time is spent in communications. Although the prefetching
scheme considerably hides the communication costs onMPPA-256,
the latency and bandwidth of the NoC still hurts its performance,
resulting in an execution time approximately 10%worse onMPPA-

256 compared to Xeon E5. Not surprisingly, Altix UV 2000 platform
presented the best execution times, since it has 24 performance
optimized general-purpose multicore processors. We further

discuss the scalability results on Altix UV 2000 and MPPA-256 in
Section 5.4.

Energy-to-solution. Both Exynos 5 and MPPA-256 presented
better energy-to-solution than the other platforms. However, the
low degree of parallelism available on the ARM processor was
a clear disadvantage for Exynos 5. Even though this processor
consumes less power than the others, it ends up executing the
applications during a longer period of time. This results in a higher
energy consumption compared to MPPA-256. Overall, MPPA-256

achieved the best energy-to-solution results, reducing the energy
consumed by other platforms on TSP, K-Means and Ondes3D in at
least 6.9⇥, 6.5⇥ and 3.8⇥, respectively.

5.3. Energy efficiency

In the previous section, we showed that MPPA-256 presented
the best energy-to-solution results among all platforms. The main
reason is that MPPA-256 offers a high parallelism and yet has
a low power consumption. In this section, we intend to look in
more detail at the energy efficiency of all platforms when we vary
the number of cores. We first compare the energy-to-solution of
all applications when varying the number of cores from 1 to the
maximum number of cores available in each processor (Fig. 9(a)).
In other words, we compare the energy-to-solution obtained with
a single processor of Altix UV 2000 (which is actually the Xeon E5),
Exynos 5 and a single compute cluster ofMPPA-256 (in this case,we
vary the number of PEs). For these tests, we used a small problem
size due to time constraints. Then, we compare the energy-to-
solution onAltix UV 2000 andMPPA-256when varying the number
of peers (i.e., processors on Altix UV 2000 and compute clusters on
MPPA-256), while using the maximum number of cores available
on each Altix UV 2000 processor (8 cores) and MPPA-256 clusters
(16 PEs). We used a medium problem size to compare the energy-
to-solution from 2 to 12 peers (Fig. 9(b)) and a large problem
size for more than 12 peers (Fig. 9(c)). Note that the MPPA-256

architecture is limited to 16 peers, therefore we only show the
results for more than 16 peers on Altix UV 2000.
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than Xeon E5 on TSP and K-Means, being 1.6⇥ and 1.5⇥ faster
respectively. Even though the clock frequency of MPPA-256 PEs
is lower than that of the Xeon E5 cores, this embedded processor
achieved better performance. Once again, this is due to the inher-
ent characteristic of these applications. On TSP, peers only need to
broadcast data when a new shortest path is found. On K-Means,
peers communicate more often but this application still performs
more computation than communication.

An optimized implementation of the seismic wave propa-
gation algorithm has been considered as a baseline for our
evaluations. As detailed in Section 3.3, the shared-memory imple-
mentation relies on efficient data and thread mapping strategies
in order to reduce both the NUMA penalty and the load imbal-
ance. It is well known that stencil-based computations like finite
differences method applied to seismic wave propagation achieve a
low fraction of the peak performance on standard processors such
as x86. This is mainly due to the huge demand for memory band-
width typical for this class of algorithms. On average, 30% of peak
performance is reported for such implementations [1]. A detailed
characterization of this behavior taking into consideration both the
architecture and the algorithms is given by the roofline model [9].
Nonetheless, a more detailed discussion on the peak performance
on theMPPA-256 architecturewould require revisiting the roofline
model which is out the scope of this paper. Our analysis con-
firmed our expectation that an important share of Ondes3D exe-
cution time is spent in communications. Although the prefetching
scheme considerably hides the communication costs onMPPA-256,
the latency and bandwidth of the NoC still hurts its performance,
resulting in an execution time approximately 10%worse onMPPA-

256 compared to Xeon E5. Not surprisingly, Altix UV 2000 platform
presented the best execution times, since it has 24 performance
optimized general-purpose multicore processors. We further

discuss the scalability results on Altix UV 2000 and MPPA-256 in
Section 5.4.

Energy-to-solution. Both Exynos 5 and MPPA-256 presented
better energy-to-solution than the other platforms. However, the
low degree of parallelism available on the ARM processor was
a clear disadvantage for Exynos 5. Even though this processor
consumes less power than the others, it ends up executing the
applications during a longer period of time. This results in a higher
energy consumption compared to MPPA-256. Overall, MPPA-256

achieved the best energy-to-solution results, reducing the energy
consumed by other platforms on TSP, K-Means and Ondes3D in at
least 6.9⇥, 6.5⇥ and 3.8⇥, respectively.

5.3. Energy efficiency

In the previous section, we showed that MPPA-256 presented
the best energy-to-solution results among all platforms. The main
reason is that MPPA-256 offers a high parallelism and yet has
a low power consumption. In this section, we intend to look in
more detail at the energy efficiency of all platforms when we vary
the number of cores. We first compare the energy-to-solution of
all applications when varying the number of cores from 1 to the
maximum number of cores available in each processor (Fig. 9(a)).
In other words, we compare the energy-to-solution obtained with
a single processor of Altix UV 2000 (which is actually the Xeon E5),
Exynos 5 and a single compute cluster ofMPPA-256 (in this case,we
vary the number of PEs). For these tests, we used a small problem
size due to time constraints. Then, we compare the energy-to-
solution onAltix UV 2000 andMPPA-256when varying the number
of peers (i.e., processors on Altix UV 2000 and compute clusters on
MPPA-256), while using the maximum number of cores available
on each Altix UV 2000 processor (8 cores) and MPPA-256 clusters
(16 PEs). We used a medium problem size to compare the energy-
to-solution from 2 to 12 peers (Fig. 9(b)) and a large problem
size for more than 12 peers (Fig. 9(c)). Note that the MPPA-256

architecture is limited to 16 peers, therefore we only show the
results for more than 16 peers on Altix UV 2000.
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4th-order stencil

Indeed, all the unknowns are evaluated at the same location for classical collocated methods317

over a regular Cartesian grid whereas the staggered grid leads to a shift of the derivatives by half318

a grid cell (Figure 5). The equations are rewritten as a first-order system in time and therefore319

the velocity and the stress fields can be simultaneously evaluated at a given time step.320
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Figure 5: Elementary 3D cell of the staggered grid and distribution of the stress (�) and the velocity (v) components.

The computational procedure is described in Algorithm 3.5. Inside the time step loop, the321

first triple nested loop is devoted to the computation of the velocity components, and the second322

loop reuses the velocity results of the previous time step to update the stress field. For instance,323

the stencil applied for the computation of the velocity component in the x-direction is given324

by Equation 4. Exponents i, j, k indicate the spatial direction, �i jk = �(i�s, j�s, k�s), �s325

corresponds to the space step, �t to the time step and a1, a2 and a3 are defined as three constants.326

Algorithm 3.5: Sequential SeismicWave Propagation Kernel(�, v)

for x 1 to x dimension

do

8>>>><
>>>>:

for y 1 to y dimension

do
(

for z 1 to z dimension
do
n
compute velocity()

for x 1 to x dimension

do

8>>>><
>>>>:

for y 1 to y dimension

do
(

for z 1 to z dimension
do
n
compute stress()

One particularity of the three-dimensional simulation of seismic wave propagation is the327

consideration of a finite computing domain whereas the physical problem is unbounded. Addi-328

tional numerical conditions are then required to absorb the energy at the artificial boundaries.329

At the lateral and bottom edges of the three-dimensional geometry, a specific set of equations is330

implemented. For instance, the classical Perfectly Matched Layer (PML) relies on the implemen-331
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Figure 2: Two-level tiling scheme to exploit the memory hierarchy of MPPA-256.

Thus, the global data must be tiled and transferred between
the DDR and the compute clusters’ during computation. Next
section discusses our approach to deal with this memory
constraint.

Overlapping data transfers. MPPA-256 allows both syn-
chronous and asynchronous data transfers. A specific API
allows the master process (running on the I/O subsystem
connected to the DDR) to write data to compute clusters’
memory as well as PEs to write the result back to the DDR
after computation. Real wave propagation simulations demand
several data transfers. Thus, we only employ asynchronous
data transfers to alleviate communication costs by overlapping
communication with computation.

Matching NoC topology and communication. Compute
clusters and I/O subsystems are connected by two parallel
NoCs, one for data (D-NoC) and another for control (C-NoC).
There is one NoC node per compute cluster whereas there are 4
NoC nodes per I/O subsystem. To achieve high bandwidth, the
master process running on the I/O subsystem must explicitly
select which NoC node to use for the data transfer in accor-
dance to the NoC topology and the application communication
pattern. Additionally, it is preferable to perform few data
transfers containing large amounts of data instead of several
data transfers containing few data to reduce communication
costs. These characteristics also guided our algorithmic and
implementation decisions discussed in the following section.

IV. ELASTODYNAMICS NUMERICAL KERNEL ON
MPPA-256

Performing stencil computations on the MPPA-256 proces-
sor is a challenging task. This class of numerical kernels has
an important demand for memory bandwidth. This makes the
efficient use of the low-latency memories distributed among
compute clusters indispensable. In contrast to standard x86
processors in which it is not uncommon to find last-level cache
sizes of tens of megabytes, the MPPA-256 has only 32 MB
of low-latency memory divided into 2 MB chunks spread
throughout the 16 compute clusters. These chunks of memory
are directly exposed to the programmer that must explicitly
control them. Indeed, the efficiency of our algorithm relies on
the ability to fully exploit this low-latency memories.

On classical distributed memory architectures, the standard
parallel implementations of the elastodynamics equations are
based on MPI Cartesian grid decomposition. The strategy is

based on data-parallelism in which each processor solves its
own subdomain problem. The time-dependent computational
phase corresponding to the resolution of the first-order system
of equations (1) and (2) is the following: at each time step,
the stress variables are computed first, then each domain ex-
changes interface information with its neighbors and finally the
velocity variables are updated again by exchanging information
on the edges [11].

As we mentioned earlier, the 3D data required for seismic
wave modeling do not fit in MPPA-256 low-latency memories
making this standard distributed approach ineffectual. There-
fore, we need to design efficient master-to-slave and slave-to-
master communications to make use of the 2 GB of memory
connected to the I/O subsystem and carefully overlap commu-
nications with computations to mask communication costs. For
that, we implemented a two-level algorithm that decomposes
the problem with respect to the memory available on both
I/O subsystem and compute clusters. Figure 2 illustrates the
general idea of our two-level tiling scheme.

The three dimensional structures corresponding to the
velocity and stress fields are allocated on the DDR connected
to the I/O subsystem to maximize the overall problem size that
can be simulated. Next, we divide the global computational
domain into several subdomains corresponding to the number
of compute clusters involved in the computation (Figure 2- 1 ).
This decomposition provides a first level of data-parallelism.
To respect the width of the stencil (fourth-order), we maintain
an overlap of two grid points in each direction. These regions,
called ghost zones, are updated at each stage of the computa-
tion with point-to-point communications between neighboring
clusters. Unfortunately, this first level of decomposition is not
enough because three-dimensional tiles do not fit into the 2 MB
of low-latency memories available to the compute clusters.

A second level of decomposition is therefore required.
We performed this decomposition along the vertical direction
as we tile each three-dimensional subdomain into 2D slices
(Figure 2- 2 ). This leads to a significant reduction of the
memory consumption for each cluster but requires maintaining
a good balance between the computation and communication.
Our solution relies on a sliding window algorithm that traverses
the 3D domains using 2D planes and overlaps data transfers
with computations. This can be viewed as an explicit prefetch-
ing mechanism (Figure 2- 3 ) as 2D planes required for the
computation at one step are brought to the clusters during the
computation performed at previous steps.
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K4000 and 81% less energy than Xeon E5. MPPA-256 is a low-
power embedded processor optimized for energy consumption
that in theory presents the best Flops/W ratio. Our results
corroborate this fact experimentally.

When we consider the time-to-solution, on the other hand,
every other processor achieved better performance. One of the
reasons for this significant difference in the execution times is
the time spent in communications. The simulation algorithm
is memory bound and, in our tests, communication accounted
for at least 58% of the wall execution time on MPPA-256.
Contrary to the other architectures, the small (2 MB) amount
of memory available at each compute cluster on MPPA-256

obliges us to perform an important number of data transfers
from/to the DDR. Due to the limited on-chip memory, were
able to prefetch only up to eight planes before exhausting the
available local memory in each compute cluster. Additional
factors to the observed performance difference of Xeon E5

and Quadro K4000 in comparison to MPPA-256 include the
working frequency of the cores (6x and 2x higher on Xeon E5

and Quadro K4000, respectively) and the number of cores (3x
more on Quadro K4000).
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Figure 4: Prefetching impact.

Figure 4 shows the impact of the number of prefetched
planes on communication and computation times. As we
increase the number planes available at the compute cluster
memory level, we improve the reuse of data in the vertical
direction. This allows us to overlap a considerable portion
of data transfers with computations. However, we observed
only slight improvements past six planes. This is due to the
saturation of the NoC as this strategy increases the data traffic
each time we increase the number of prefetched planes.

C. Algorithm Scalability Analysis

In the previous section we compared the overall perfor-
mance and energy consumption of the seismic wave propaga-
tion kernel on MPPA-256 against other processors (Xeon E5

and Quadro K4000). In this section we extend the previous
analysis by comparing the scalability of our solution on MPPA-

256 to the one obtained using an established solution on an
HPC platform: the Altix UV 2000. To isolate the communication
overhead imposed by the NoC on MPPA-256, we first compare
the performance scalability of the parallel version (OpenMP)
on a single compute cluster of MPPA-256 against a single node
of Altix UV 2000. For this experiment, we used a restricted input

3D space of size 163 grid points to be able to allocate all data
in to the compute cluster memory (2 MB) and 50000 time
steps. Figure 5(a) compares both the speedup and the energy-
to-solution with this problem size on both platforms. To make
a fair comparison, we measured the energy consumed by the
entire chip on MPPA-256 and only the energy consumed by a
single processor of Altix UV 2000.

Figure 5(a) shows that our seismic wave propagation
algorithm has similar performance scalability on a single
processor of Altix UV 2000 and a single MPPA-256 compute
cluster. Considering the energy consumption, we observed that
the energy consumption may significantly vary depending on
the number of cores/PEs used. When comparing the energy
efficiency of a single processor of Altix UV 2000 against a
single MPPA-256 compute cluster, we noticed that the former
outperformed MPPA-256 on low core counts. For more than
12 cores, however, the MPPA-256 compute cluster consumed
up to 17.3% less energy with 16 cores. This comes from the
fact that the power consumed by a single processor of Altix UV

2000 almost doubled from 2 to 8 cores (from 18 W to 30 W)
whereas the power consumed by the whole MPPA-256 chip
increased only slightly from 1 PE to 16 PEs (from 4.1 W to
5 W), while achieving the same scalability.

Figure 5(b) presents the weak scalability of the seismic
wave propagation kernel on Altix UV 2000 and MPPA-256 when
varying the number of nodes (on Altix UV 2000) and clusters
(on MPPA-256). In this case the problem size assigned to
each node/cluster stays constant as we increase the number of
nodes/clusters. Thus, linear scaling is achieved if the execution
time stays constant at 1.00 while the workload is increased in
direct proportion to the number of nodes/clusters. As it can
be noticed, Altix UV 2000 achieved almost linear scaling. On
MPPA-256, however, we observed a considerable performance
degradation as we increased the number of clusters. Although
the prefetching scheme considerably hides the communication
costs on MPPA-256, the latency and bandwidth of the NoC
still hurts its performance and thus limits the scalability.

Table I: Time-to-solution and energy-to-solution using a prob-
lem size of 2 GB (1803 grid points) and 500 time steps.

Platform Time-to-Solution Energy-to-Solution

MPPA-256 100.2 s 752 J
Altix UV 2000 2.9 s 4418 J

Table I compares the time-to-solution and energy-to-
solution on Altix UV 2000 and MPPA-256 using a problem size
of 2 GB (1803 grid points) and 500 time steps. As expected,
Altix UV 2000 presented much better performance than MPPA-

256, since it has 24 performance optimized general-purpose
multicore processors. However, MPPA-256 consumed 83% less
energy than Altix UV 2000 to compute the same instance of the
input problem.

VI. RELATED WORK

Low-power manycore processors. The use of low-power
manycore processors for HPC is a topic of ongoing research.
Totoni et al. [14] compared the power and performance of
Intel’s Single-Chip Cloud Computer (SCC) to other types of

36%

Márcio Castro, et al. Seismic Wave Propagation Simulations on Low-power and
Performance-centric Manycores. Parallel Computing (PARCO), 2016
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Figure 5: Chip-to-chip comparison.

4.4. Overall Energy and Performance Results484

In this section we compare the performance and energy consumption of our485

seismic wave propagation simulation kernel on MPPA-256 and Xeon Phi against486

other multicore and GPU reference implementations. On Xeon E5, we used487

the solution proposed by Dupros et al. [26], which employs OpenMP for the488

parallelization. On GPU we relied on the solution proposed by Michéa and489

Komatitsch [27], which is a state-of-the-art parallel solution for GPU-based490

seismic wave propagation simulation.491

DVFS can make a significant di↵erence in both performance and energy492

consumption. Although not available on the manycore processors we evaluated,493

it is available for the Xeon E5 and GPU platforms. Therefore, for these platforms494

we always show two measurements. The first ones, Xeon E5 (2.4 GHz) and Tesla495

K20 (758 MHz), represent the experimental results when their frequencies are496

optimized for performance, i.e., using their maximum working frequencies. The497

second ones, Xeon E5 (1.6 GHz) and Tesla K20 (705 MHz), are relative to the optimal498

energy consumption setting, which for this kernel was 1.6GHz and 705MHz on499

Xeon Phi and Tesla K20, respectively.500

Figure 5 compares the time-to-solution and energy-to-solution across the501

processors using a problem size of 2GB (1803 grid points) and 500 time steps.502

For these experiments we used the optimal number of threads on each platform.503

With the exception of Xeon Phi (in which the best results were obtained with504

224 threads), the thread count was equal to the number of physical cores of505

each processor. As shown in Figure 4, our solution for Xeon Phi keeps scaling506

considerably well past the 57 physical cores.507

To the best of our knowledge, GPUs are among the most energy e�cient508

platforms currently in use for seismic wave propagation simulation. Yet, our509

proposed solution on MPPA-256 achieves the best energy-to-solution among the510

analyzed processors, consuming 78%, 77%, 88%, 87% and 86% less energy511

than Tesla K20 (758 MHz), Tesla K20 (705 MHz), Xeon Phi, Xeon E5 (2.4 GHz), and512

Xeon E5 (1.6 GHz), respectively. On the other hand, when we consider the time-513

to-solution, MPPA-256 does not have the upper hand. In fact Tesla K20 had the514
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Conclusions and Future	Works

• Low-power	manycores
−Opportunity	to	perform	highly-parallel	
energy-efficient	computations	:-)
−But...	they	are	very	difficult	to	program	:-(

•Current	efforts
−High-level	programming	models	for	MPPA-
256	via	parallel	skeletons
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Conclusions and Future	Works

•PSkelMPPA:	a	back-end	for	the	PSkel1 stencil	
framework	for	the	MPPA-256
−Transparent	data	movements	between	the	I/O	
subsystem	(DDR)	and	clusters
−Optimizations	can	be	included	at	the	runtime	
level
−All	applications	implemented	with	PSkel can	
run	on	MPPA-256	without	any	source	code	
modifications

01/09/2016 35EnergySFE Workshop 2016 - Grenoble, France

1 http://pskel.github.io



Conclusions and Future	Works

•PSkelMPPA:	preliminary	results
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6-core Intel Processor (HT enabled) MPPA-256



Questions?
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